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Figure 1: A screenshot from the multi-user VR session: Albert Einstein.
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ABSTRACT
It is becoming increasingly easier to set up multi-user virtual re-
ality sessions, and these can become viable alternatives to video
conference in events such as international conferences. Moreover,
it is possible to enhance such events with automated virtual hu-
mans, who may participate in the discussion. This paper presents
the behind-the-scenes work of a panel session titled “Is virtual
reality genuine reality?”, which was held during a physical sym-
posium, "XR for the people," in June 2022. The panel featured a
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virtual Albert Einstein, based on a large language model (LLM),
as a panelist, alongside three international experts having a live
conference panel discussion. The VR discussion was broadcast live
on stage, and a moderator was able to communicate with both the
live audience, the virtual world participants, and the virtual agent
(Einstein). We provide lessons learned from the implementation
and from the live production, and discuss the potential and pitfalls
of using LLM-based virtual humans for multi-user VR in live hybrid
events.

CCS CONCEPTS
• Human-centered computing→ Virtual reality; User inter-
face management systems; Empirical studies in collaborative and
social computing; • Computing methodologies → Natural lan-
guage generation; • Social and professional topics → Codes of
ethics.
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1 INTRODUCTION
Virtual reality (VR) is typically experienced in isolation from the
real world. Here we provide an example of an event that was both
experienced by participants in VR but was also a public physical
event, and one attended also by a very illustrious guest. In June 2022,
we had the opportunity to produce a live panel discussion, held
in a multi-user VR environment, and live broadcast in front of an
audience during a physical symposium. The panel, titled “Is Virtual
reality a genuine reality?”, featured a virtual Albert Einstein as a
panelist alongside three real panelists: Professors David Chalmers,
Mel Slater, and Doron Friedman, attending from three different
continents in the same shared VR. The VR discussion was broadcast
live on a screen, and a moderator on stage communicated with both
the live audience as well as with the participants inside the VR. The
virtual Albert Einstein took part in the discussion based on a voice
interface and a large language model (LLM).

2 BACKGROUND
Multi-user VR environments have been around for a long time, but
they are rarely used for hybrid events. Steed et al. [20] describe an
asymmetric framework for social interactions, such that a physi-
cal space is enhanced to include remote visitors. Their “Beaming”
platform also included the opportunity to replace participants by
software controlled avatars, referred to as proxies [9, 10, 12, 15].
Our event has similar elements, and also some differences, mainly:
i) we have tried to integrate a multi-user VR space with a physical
space, rather than having just a physical space in Beaming, ii) un-
like the proxy, the virtual Einstein is a fully autonomous character
that does not intend to represent any of the real participants, and
iii) the virtual autonomous guest is based on contemporary natural

language processing (NLP) methods, which allows it to take part
in a conversation. The event described here can also be consid-
ered a follow up of [17]; here we have added an “AI” based virtual
participant, and also introduced a live audience.

Virtual humans portraying specific historic figures have been
around for some time (e.g., [16]). A “live performance” by the artist
Tupac in 2012 (using standard projection and visual effects), fifteen
years after he was shot dead, captured the imagination of the wide
public. Traum et al. [21] describe capturing a holocaust survivor,
with automatic dialogue capabilities, based on speech and natural
language understanding and playback of the most appropriate pre-
recorded answers.

Large language models have recently revolutionized NLP (e.g., [4,
7]). While suchmodels are not specifically trained for dialogue, their
capability for next word prediction can be harnessed towards dia-
logue. In the past this has required model fine tuning [5]. However,
with the appearance of GPT-3 it is not clear whether models that
have processed such huge amounts of text, including dialogue texts,
actually require further training (“fine tuning”, e.g., [14]) for dia-
logue; the current practice suggests that so-called ’prompt engineer-
ing’ [18] is sufficient. Our main goal was to explore whether and
to what extent a virtual human based on a contemporary LLM can
take part in a multi-user VR conversation, seamlessly and naturally.
The secondary goal was to explore whether this new possibility of
adding virtual famous persona can be part of a hybrid live event.

3 ETHICAL CONSIDERATIONS
Recreating historical figures, especially in live public events, raises
some social, legal, and ethical questions. It could raise concerns
regarding the cynical use of public figures, as well as contributing
to the so-called negative trend of “deep fake” [22].

It is not unlikely that LLMs may misrepresent the heritage of
the persona being reconstructed. There is a question of the extent
to which the memory of a public figure belongs to everyone, as
it has become part of local or global culture, versus the extent to
which the memory is private; this may be especially problematic in
the context of figures who only recently passed away, and whose
relatives may still be alive [3].

On the other hand, it can be argued that various forms of duplica-
tion and ‘simulacra’ are not new [1, 2], and “artificial intelligence”-
based reconstructions do not pose any qualitative differences or
new concerns. In this light, perhaps talking with a virtual replica
of a historical figure is not different from viewing their portraits,
reading their books, listening to their music – all of these can be
reconstructed and transformed.

In the context of a live show in a virtual world with a panel of
humans having a conversation with a VR persona of a historical
figure, such as Albert Einstein, the following considerations, as
outlined by [19], should be taken into account:

• Privacy and Data Issues: Ensure data privacy and prevent
misuse.

• Content-Induced Risk: Respect and accurately represent
Einstein’s legacy.

• Trust and Transparency: Clearly communicate the nature
of the VR persona.
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• Regulation and Responsibility: Adhere to ethical guide-
lines and regulations.

• Public Perception and Social Impact: Consider the impact
on public perception.

• Potential Misuse: Take measures to prevent misuse of the
VR persona.

To ensure the ethical conduct of the live show, the following ac-
tions were taken in this project: we made it clear that the audience
is aware of the nature of the VR persona as an LLM-based virtual
agent. We have attempted a respectful and accurate visual rep-
resentation of Albert Einstein. We implemented human-operated
oversight of the generated content for responsible outputs (see
below) in order to make sure there were no mis-representations.

4 METHOD
4.1 VRUnited
The panel session was held in a multi-user VR platform called
VRUnited, developed by the EventLab, designed to enable partic-
ipants to interact with each other using look-alike avatars and
embodiment based on hand tracking with real-time inverse kine-
matics (IK) [17]. This platform enabled the conversation to take
place in different locations around the globe, while live broadcast-
ing it to the audience on screen. The system supports multiple
virtual cameras recording from multiple sources, by connecting
with invisible characters that camera operators can control, either
in VR or using a PC.

4.2 MILO
MILO is a virtual agent framework designed to enable easy integra-
tion of “AI-controlled” virtual humans with dialogue capabilities to
XR client applications. It includes a seamless integration of speech-
to-text, LLM-based dialogue models, and text-to-speech. It is de-
signed to integrate with animated virtual avatars in VR, and serves
as the basis of several ongoing research projects. For the study
reported here MILO was integrated with an Einstein look-alike
avatar in the VRUnited system.

The text-to-speech (TTS) and speech-to-text (STT) used Google
API. We set the system to have a German accent for Einstein, even
though the conversation took place in English. The result was a bit
difficult to understand at some points, but contributed to realism.

Natural language dialogue was based on the most recent version
of GPT available at that time (GPT-3 [4], version DaVinci-002). A
human operator manually monitored the conversation and could
override the content in real-time, before allowing it to be broadcast
to the audience; this manual censorship was a requirement of GPT-
3 terms of service (ToS) at the time of operation. The ToS also
require that all users (or audience) be made aware that this was not
a real person, which was the case in the live event. Beyond the ToS
requirements, it is useful to allow the operator to go through the
script in real time for additional reasons, e.g., the operator could
correct STT errors. In some applications it may be desired for a
human operator to intervene in what the virtual character would
say – not only remove offensive and inappropriate content but also
improve the output; we did not allow this in the live event. We also
used an automatic content-filtering provided by OpenAI’s API to
reduce the probability of offensive content being generated.

Figure 2: The initial prompt selected for the live event.

The prompt design (Figure 2) includes an initial description of the
panel, with its participants (including Albert Einstein), followed by
a few lines of discussion transcript (fake). As the real conversation
begins, the utterances of the participants are concatenated to the
prompt. If the length of the prompt exceeds the possible space (4096
tokens, where statistically a token is approximately 3/4 of a word,
or 100 tokens represent approximately 75 words), the prompt is
cut such that it includes the description of the panel and the most
recent part of the conversation to fill the token quota.

A live transcription of the audio was based on Google streaming
API. The operator could select from a list of models (LLMs), which
could be different in terms of their hyper-parameters, fine-tuning,
prompts, or more. In the event described here, we opted for using a
generic pretrained LLM, but we had to carefully explore the precise
prompt. With the specific model (DaVinci-002) we learned that
if the prompts were too long the likelihood of the conversation
derailing completely out of context increased, so we did not “use”
the 4K token buffer in full. Also, the model was sensitive to tokens
such as newline and ‘:’.

4.3 VRUnited-MILO Integration
The integration of MILO and VRUnited was based on Unity client
scripts that initiate the conversation and send the audio to theMILO
API via RTP/UDP. In order to simplify multi-user communication
the applications was set such that participants had to press a button
before they started to speak; testing under conditions of natural
conversation are left for future work. The input audio was streamed
to the STT component, and the transcription was presented on
the operator dashboard. The operator could generate responses
based on the given text, or modify it inside the dashboard. Figure 3
includes a schematic diagram.

MILO is a server component that deals with dialogue. In addition,
there is a Unity component, which will refer to as Einstein client –
this is a collection of scripts that take care of: i) Einstein animation
(body language and lip sync), and ii) communication with MILO.
We have designed and implemented a very simple API between the
Einstein client (Unity, VRUnited) and MILO (server), including four
types of messages:

(1) Start conversation – The Einstein client initiates a connec-
tion request to the MILO server, and a ’start conversation’
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Figure 3: The high-level design diagram for MILO, including
the interface with the VR client.

message is received from MILO when it is successfully con-
nected to the VRUnited restaurant.

(2) End Conversation – the Einstein client sends this message
to MILO in order to disconnect.

(3) Stream Audio – stream RTP (UDP) packets from the Einstein
client (Unity/VRUnited) to the MILO server into a particu-
lar port. In order to simplify working in a multi-user setup
the Einstein client changes the seed of the audio stream to
indicate the identity of the speaker.

(4) Receive Ready – when MILO has a response generated ready
and evaluated by the moderator, MILO sends a signal to
the Einstein client and it retrieves the audio as a file from a
specified location.

An interesting challenge for an autonomous system to take part
in a multi-party discussion is understanding who the speaker is, for
every utterance. We included two mechanisms for speaker identifi-
cation: one in the VR side, described above. Similar functionality,
assuming semi-automatic control, was also included in the server
side (MILO): the operator UI included buttons with the names of the
panel participants, and the operator was expected to press these, in
real time, to denote the current speaker.

The Einstein model was developed from a head shot using Char-
acter Creator (Figure 1). The body language was based on a simple
controller with two states: speaking and listening, with an anima-
tion loop for each. A snapshot of the event appears in Figure 4 and
a video is available in1.

4.4 Live Production Setup
The following roles were assigned during the production process:

• Panelists: the session included three panelists in three differ-
ent continents. Only one of them was in the same physical
location of the event.

• Moderator: on stage, served as the interface between the
panelists who are immersed in VR and the audience outside
VR.

• Physical videographer: in the auditorium, off stage, filming
the audience and the stage.

1Companion video: https://www.youtube.com/watch?v=9bGUY9T4XVI

Figure 4: A view of the moderator and the projection of the
VR on stage, as seen from the virtual director’s position.

• Virtual director: in the auditorium next to the stage, control-
ling the application on a desktop interface (non-VR) with a
laptop.

• AI operator: in the auditorium, off stage, controlling the
MILO operator dashboard.

• Audio and setup technicians.
• Production manager: in touch with all participants through
instant messaging for coordination.

Audio feedback was one of the main challenges. For the event
we planned multiple input and output sources to be on stage – the
local panelist and moderator were required to both talk and hear
the session, and the audience in the auditorium was supposed to
hear both the physical session as well as the VR session clearly.
Eventually we resorted to having only the moderator on stage, in
order to have only one audio input source.

Documenting the live session for later offline viewing raises ad-
ditional challenges and opportunities. There are multiple sources of
video: i) footage from the virtual director (desktop), ii) footage from
the participants (HMD recording), and iii) footage from physical
cameras. The virtual director moved the camera around during the
session to establish various shots, and also instructed the partici-
pants on how to capture video segments and still images. However,
participants controlled the virtual camera with their heads, inside
VR, which resulted in unstable feed. This leaves the editor of the
summary video with the dilemma on how to merge stationary shots
with unstable shots taken with HMDs.

5 RESULTS
The event took place as part of a physical conference, in a university
auditorium, with an audience of approximately 100 participants.
The moderator gave an introduction about the panel discussion,
which was focused on David Chalmers’ new book, Reality+. At
the same time, the panel participants joined the multi-user VR
and waited for the moderator to kick-start the discussion, and the
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VR was projected on stage, from the point of view of the virtual
director. The virtual director, AI operator, and audio technicianwere
all based off-stage in the main auditorium. A physical videographer
was placed at the far corner of the auditorium.

The discussion took place among the VR participants, with oc-
casional interventions from the moderator. Virtual Einstein was
listening and generating potential text comments after every utter-
ance, but the AI operator only sent these comments when Einstein
was explicitly addressed by one of the participants or the moderator.
The text that was automatically generated online was appropriate
to the context of the discussion, and the summary statement can
be considered inspiring (see companion video). Interestingly, the
text included some German words infused into English.

The speech-to-text received input with three different accents
(Israeli, English, and Australian), and the VR audio mixing per-
formed quite well, but clearly not 100%. From observation, we saw
that there were different types of speech recognition errors like
missing words (deletion) and miss detection (substitutions). These
errors can significantly degrade the performance, as compared to
text only, which doesn’t have these types of errors.

The moderator was connected to a desktop version of VRUnited.
This was generally muted, unless when the moderator talked to the
VR panelists – for example, taking questions from the audience and
repeating them to the panelists. Following the session we collected
all video footage and an editor prepared an edited version (see
companion video).

6 DISCUSSION
We have addressed two main challenges. The first is how to produce
a hybrid conference where the audience is in a physical auditorium
and the participants are all in remote parts of the world. To the
audience, the panelists seemed to be all in a restaurant talking to
each other at one table, whereas in practice they were all based in
different locations. This may be considered richer and more visually
appealing than projecting video conference sessions on stage, and,
of course, it is possible to develop this into arbitrarily complex
virtual scenarios in future events. Since the virtual cinematographer
used a desktop, the point of view was steady; we do not recommend
projecting live footage from VR participants, since every small head
movement is accentuated on the large projection for the stationary
audience, which is confusing and might induce simulation sickness.
One of the main challenges in such hybrid events is handling audio,
such that each virtual or physical participants receives exactly one
audio feed from all audio sources.

The main novel challenge was introducing an AI-controlled pan-
elist. Thanks to recent progress in DNNs and LLMs, resulting in
improved voice understanding and, especially, in dialogue capa-
bilities, the conversation was mostly flowing and meaningful. A
major next challenge will be to automate the role played by the
human operator. In this case, the human operator was required by
OpenAI ToS, but in other cases an automated agent that takes part
in multi-party conversations would be highly desired; this requires
the ability to understand turn taking and proactively blending in a
multi-party conversation. There has been some work on automatic
turn taking in virtual agents (e.g., [6]), but mostly in the context
of dyadic conversations. In multi-party sessions this would require

automatically understanding who the speaker is, and automatically
deciding when to intervene (and when not to intervene) in the
discussion.

Another challenge is automated cinematography – automati-
cally or semi-automatically creating a video experience from events
taking place in virtual environments. In fact this involves two types
of challenges: i) real-time editing (what to display during the live
event on the main screen), and ii) offline editing of a video sum-
mary of the event. Live broadcast can be made more exciting and
sophisticated (similar to a live TV studio broadcast), and requires
algorithms for automatically making decisions about shot composi-
tions and cuts (e.g., see [8, 13]). Automatically producing shorter
movie summaries of virtual world events requires automatically
recognizing main events, and also shot editing (e.g., both discussed
in [11]). A challenge that came up is the need to combine shots
taken from static or moving (either virtual or physical) cameras;
however, such challenges are also addressed in traditional video
editing.

We suggest that such hybrid events, augmented by famous vir-
tual personas, can become increasingly popular. Abovewe discussed
the ethical considerations for performing such an event, describing
a general measure based on [19] and our measures taking them
into account in the production of this event; such legaland ethical
considerations are likely to become major issues of discussion.

Here we reported about a panel discussion in front of an audi-
ence, as part of an academic conference, but we can envision many
other applications, including cultural events, entertainment, and ed-
ucation. Today, such events would typically use video conferencing
software such as Zoom. However, multi-user VR may offer advan-
tages over video conference, for both the participants as well as
for the live audience; this is especially true for applications such as
VR eSport events, music performances, or theater plays. Our hope
is that others producing such events, combining multi-user VR in
front of an audience, can learn from our experience. Moreover, we
show how such events can be seamlessly enhanced by LLM-based
virtual humans.
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